
In this module, I give a brief overview of the estimation methods used 

in SEM. 
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There are certain general features of estimation in SE models. 

Typically there are equations for each endogenous variable and 

parameters, such as intercepts and slopes, which we must estimate for 

the prediction equations, based on some method for maximizing 

explanation of the variations in the data relative to the predicted 

relationship. As part of the estimation process we derive additional 

estimates for parameter standard errors (or posterior distribution 

characteristics in Bayesian estimation), as well as error variances, 

residual covariances and more.  



In addition to estimating model parameters, we also estimate in some 

fashion how well the data agree with the model. Ultimately, the model 

property being tested is whether the omitted links that are part of the 

hypothesis are consistent with the data relations. I go into this in more 

detail in the module on path rules, but basically, the question is whether 

estimated indirect effects in the model match with observed 

covariances. If not, that implies something is wrong with the model, 

such as a missing path directly from x1 to y3 in this case.  

Note that there is one other implied conditional independence in the 

model besides the one between x1 and y3.  
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This slide compares global versus local estimation. First, based on 

theoretical ideas and objectives, a meta-model is derived that 

represents general conceptual expectations for the ecological situation. 

From that, either directly or from a causal diagram,  a structural 

equation model is developed for analysis. SE models can be analyzed 

either under a global framework or through piecewise estimation of 

local relationships.  While analytical procedures differ, both 

approaches represent implementations of the SEM paradigm. 
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Local estimation was the original approach in SEM involving path 

analysis and is making a resurgence (even advocated by Pearl for the 

general implementation of SEM). We are not all the way there yet with 

local estimation. There are some models we can’t yet estimate in this 

fashion, as described in the module on Model Specifications. Also, 

local estimation implementations are not yet automated, though we are 

working on that. 
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Modern SEM is strongly associated with the global estimation 

paradigm. This was first developed by Kark Joreskog in the early 

1970s and implemented in his LISREL software, which relied heavily 

on matrix algebra procedures. 
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A key feature of the global estimation approach is the summary of data 

relations in the form of a variance/covariance matrix. This is the “trick” 

that allowed factor-type models and econometric models with 

reciprocal causation to be estimated. 

Other summary information that can be derived from the data includes 

things like kurtosis of variables, which can be used in adjustments 

employed in “robust” estimation. 
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Essentially, by representing the problem in terms of comparing model-

implied covariances with observed covariances, and using maximum 

likelihood techniques, it is possible to estimate the parameters for a 

wide variety of models, including those with latent variables and causal 

loops.  

Parameter estimates are obtained by iterative comparisons. 
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Our objective in global estimation is to pick values of parameter 

estimates such that the model-implied covariance matrix is as close to 

S, the sample covariance matrix, as possible.  This just says that we try 

to make things add up. 
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Here is a cartoon to represent the sequence of steps in global 

estimation.   
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At the core of the computations are those that estimate the degree of 

discrepancy, overall, between the observed and model-implied 

covariances. This discrepancy estimate FML is an essential quantity in 

other calculations, as we shall see. 
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At this level in SEM, we encounter statistical assumptions that 

accompany the estimation procedures used. In addition to the usual 

assumptions that go along with maximum likelihood, there is the 

requirement that the matrices are “positive definite”. It is not 

uncommon in SEM analyses to receive an error message that there are 

“non-positive definite” elements in the matrices. This statement of a 

computational error implies usually some computable relations among 

the variables, such as one variable can be computed from a 

combination of the others or two variables very highly correlated 

(greater than 0.99).  
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A related, but more general problem is whether unique stable estimates 

for all the parameters can be obtained during estimation. The problem 

of identification not only applies to statistical estimation but to the 

evaluation of complex theoretical ideas using simple data (as discussed 

in  

Grace, J.B., Adler, P.B., Harpole, W.S., Borer, E.T., and Seabloom, 

E.W. 2014 Causal networks clarify productivity–richness interrelations, 

bivariate plots do not. Functional Ecology, DOI: 10.1111/1365-2435 

(early online) (http://onlinelibrary.wiley.com/doi/10.1111/1365-

2435.12269/abstract)  


